Artificial Intelligence

Final Test, Fall 2011

(Total 53 marks)

1. (2 marks)  What is the purpose of the Turing Test? 
2. (4 marks)  In a generic search algorithm to solve the Missionaries and Cannibals problem, 
a) Define a “state”.

b) Give the initial state.

c) Define “goal test”.

d) Explain “expand” with an example.

3. (2 marks)  In an A* algorithm, explain how to decide the next state to visit.

4. (4 marks)  Does Depth First Search find an optimal solution in a graph search tree? Does Depth First Search find an optimal solution in a tree search space? You need to justify your answers.
5. (4 marks)  Trace the operation of Hill Climbing Search from the next state of the 4 queens problem.
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6. (4 marks)  Trace the operation of Most-Constrained Variable First Search for the 6 queens problem.
7. (4 marks)  We would like to use a genetic algorithm for the 8 queens problem.

a) Define a chromosome with 4 samples.

b) Define a fitness function and evaluate the above 4 chromosomes.

c) Do crossover with the two best chromosomes among the above 4 chromosomes.

8. (2 marks)  Convert the following rules to Horn clauses.

IF A and B THEN C
IF A THEN D
IF C and D THEN E
IF A and E and F THEN G
IF A and E THEN H
IF D and E and H THEN I
9. (4 marks)  With the facts A, B and F, and the rules in the previous question, do backward chaining using a table to prove the hypothesis I. (You need to show step-by-step how the backward chaining works.)

10. (4 marks)  Consider the following fuzzy rules. The input for Theta is NS:0.8 and ZE:0.4, and the input for dTheta is ZE:0.5 and NS:0.6. 
a) Find the output fuzzy sets with membership values. (Note that the numbers after fuzzy sets are membership values.) 
b) Explain how to defuzzify the above output fuzzy sets.
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11. (2 marks) Use the following facts to calculate values for P((b|(a).
P(a) = 0.02; P(b) = 0.01; P(a|b) = 0.6; P(a|(b) = 0.2
12. (3 marks)  Find the followings from the next joint probability distribution.
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Use the following training data set for 13 and 14.

	X
	d1
	d2
	d3
	Classification

	x1
	2
	3
	2
	A

	x2
	4
	1
	2
	B

	x3
	1
	3
	2
	A

	x4
	2
	4
	3
	A

	x5
	4
	2
	4
	B

	x6
	2
	1
	3
	C

	x7
	1
	2
	4
	A

	x8
	2
	3
	3
	B

	x9
	2
	2
	4
	A

	x10
	3
	3
	2
	C

	x11
	3
	2
	1
	A

	x12
	1
	2
	1
	B

	x13
	2
	1
	4
	A

	x14
	4
	3
	4
	C

	x15
	4
	2
	4
	A


13. (4 marks)  Consider naïve Bayes classifier. What is the classifications for (4, 3, 2)?
14. (4 marks)  Consider 3-Nearest Neighbor. What is the classifications for (4, 3, 2), using the Manhattan distance? For example, the Manhattan distance between (2, 3, 4) and (4, 3, 4) is 
|2-4| + |3-3| + |4-1| = 2 + 0 + 3 = 5.
15. (4 marks)  The perceptron is a simple mathematical neuron that has two input links and one output link. The perceptron is trained with the following formula to change the weights of the input links.
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Where xi is an input value to the perceptron and e is the output minus the expected output. The perceptron uses the following activation function.
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The following training data set is used for the experiment.
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	Expected output

	0
	0
	1

	0
	1
	0

	1
	0
	0

	1
	1
	1


The current weights 
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 of the two input links are –0.2 and 0.4 respectively. 
a) Compute the actual output for the input (1, 1).

b) Compute the new weights with the above actual output.

16. (2 marks)  A Bayesian network is given as follows:
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Compute the probability that John calls, there is no Burglary, and there was no Earthquake. (Hint. 
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